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\textbf{A B S T R A C T}

This paper proposes a novel L1 data cache design with dual-versioning SRAM cells (dvSRAM) for chip multi-processors that implement optimistic concurrency proposals. In this cache architecture, each dvSRAM cell has two cells, a main cell and a secondary cell, which keep two versions of the same logical data. These values can be accessed, modified, and exchanged within the cache access time. We design and simulate a 32 KB dual-versioning L1 data cache and introduce three well-known use cases that make use of optimistic concurrency execution that can benefit from our proposed design.

1. Introduction

Tremendous progress in architecture has made chip multi-processors increasingly common. To benefit from the additional performance offered by these multi-core chips, various novel architecture implementations have been proposed, such as speculative multithreading \cite{1}, lock elision \cite{2}, or hardware transactional memory \cite{3}. All of these proposals leverage optimistic concurrency, by assuming that conflicting data accesses will not occur; in case a conflict occurs, all tentative data updates have to be undone. Thus, multiple versions of the same data have to be maintained by the L1 data cache.

The circuit design of a cache, called dual-versioning L1 data cache (dvSRAM), which supports all these different proposals, has been proposed recently \cite{4,5}. The main characteristic of the dvSRAM cache is the inclusion of two cells in each dvSRAM cell, main cell and secondary cell, which keep two versions of the same data. These two values can be accessed separately or synchronously, modified and exchanged within the cache access time using defined operations supported by the cache. Exchange circuits are introduced to connect main cell and secondary cell to each other. When the exchange circuits are inactive, the main cell and secondary cell are isolated from each other.

In Section 2 we explain a detailed circuit design of 32 KB dual-versioning SRAM (dvSRAM) L1 data cache, a four-way set associative cache, with 64B data lines, two clock cycles access time and 45 nm Predictive Technology Model \cite{6} at 2 GHz processor frequency. We propose a complete description of the internal structure of each array and details of all its components, such as address decoders, control signal generator units, data and word-line buffers, sub-array cells, and necessary peripheral circuitries. We simulate both the dvSRAM and the typical SRAM array with HSPICE 2003.03, design the layouts \cite{7}, and calculate dynamic and static energy consumptions and access times for all the operations.

In Section 3 we discuss how the aforementioned optimistic concurrency based systems can benefit from the efficient dual-versioning provided by the dvSRAM. Moreover, we evaluate one of the systems using state-of-the-art baseline and benchmarking suite and show that significant speedups are achieved with acceptable overall energy consumption. In Section 4 we discuss the related works, and finally we conclude in Section 6.

2. dvSRAM design details

In this section, we start with dvSRAM cell design. We describe the cell circuit, and we introduce the available operations of the dvSRAM array structure. Then we describe the different blocks that form the dvSRAM array structure in detail.

2.1. Dual-versioning cell design

Fig. 1 depicts the structure of our proposed dvSRAM cell, which is composed of two typical 6 T SRAM cells \cite{8}; the main
cell and the secondary cell. These two cells are connected via two tri-state inverters [8]; we call them exchange circuits, which are two inverters coupled with two pairs of nMOS and pMOS transistors. Each of main and secondary cells keeps different versions of same data. The only time they are not isolated is when the exchange circuits are active, and the data of the main cell stores to the secondary cell, or the data of the secondary cell restores to the main cell. When the signals dvRstr and dvStr are low and the exchange circuits are not active, there is more than one ‘off’ transistor in the nMOS or pMOS stacks in the exchange circuits, which leads to a significant reduction in the sub-threshold leakage current that flows through them [9,10]. This effect is known as the stacking effect [11].

In Table 1, we briefly explain dvSRAM cell operations. Read and Write act like read and write operations in a typical SRAM cell. Other operations are created based on our goal in this paper. When dvStr is high, transistors MPS1 and MNS2 are turned on, and the exchange circuit acts as an inverter by inverting \( Q \) to \( P \). The secondary cell, which is formed by two back to back inverters keeps the value of \( P \) when \( \text{dvStr} \) is low, and it inverts \( P \) to \( PB \), so that \( PB \) has the same value as \( Q \). Similarly, when \( \text{dvRstr} \) is high, \( PB \) in the secondary cell is inverted to \( QB \) and converted to \( Q \), so that previously saved data in the secondary cell can be recovered. Note that \( \text{dvStr} \) operation acts just for a line; when we need to store all the cells to their secondary cells simultaneously, we use \( \text{dvStrAll} \) operation. We use \( \text{dvRead} \) to read the data from the secondary cell and \( \text{dvWrite} \) to write to the secondary cell. Finally, we use \( \text{dvWrite} \) to write to both main and secondary cells simultaneously. In Section 2.2.2, we describe how these signals are generated.

Main and secondary cells have similar sizes for each dvSRAM cell; BL is connected to \( Q \) and \( PB \) and \( BLB \) is connected to \( QB \) and \( P \) via pass gate transistors for symmetric behavior. Transistor sizing is an important point in dvSRAM cell design because two SRAM cells retain two different data values. An update to one of the cells should not lead to any changes in the preserved data value of the other cell, so the leakage current of the exchange circuits should be as low as possible in order to avoid data values to change due to leakage current.

### 2.2. dvSRAM array structure design

In this subsection we describe the high-level organization of the dvSRAM array, considering each part of its structure.

#### 2.2.1. Brief description of the whole array structure

An appropriate cache modeling tool that chooses the optimal number of sub-banks, size and orientation is Cacti [12]. We use Cacti to determine the optimal number and size of dvSRAM array components and find the cache architecture with optimal access time and power consumption. For the L1 data cache configuration we assume 32 KB, four way, 64 byte lines, two clock cycles access time; and we use the 45 nm Predictive Technology Model [6]. For a one bank array, Cacti suggests two identical sub-banks, one mat for each sub-bank and four identical sub-arrays in each mat as can be seen in Fig. 2 [13]. The number of sub-banks and mats in each sub-bank are the most important results we exploit from the Cacti suggestions \((N_{\text{sub-banks}} = \text{Ndwl}/2, \ N_{\text{mats in sub-banks}} = \text{Ndwl}/2)\ [12]\). The address decoder and control signal generator units are placed in the middle part of the array and necessary drivers and data and address wires in middle part of each sub-bank.

Fig. 3 shows the complete description of one sub-bank of the dvSRAM array and the middle part, decoder and control signal generator units. Our sub-bank design is based on Cacti suggestions and SRAM configurations that Wang et al. [14] proposed. dvSRAM array parts names come from Cacti suggested names for more clarity and simplicity.

Considering the cache structure of our system, i.e., 32 KB size, 64B lines and four-way set associativity, we need seven address bits to address a line in the array, so these seven bits and the necessary control signal bits, which we describe later, enter to the left side of Fig. 3 where the control signal generator units and address decoders can be seen. A complete description of middle part of the array is presented later in Section 2.2.2.

During an access, only one of the two sub-banks is activated; hence the numbers of bits that deal with decoder and produce word-line addresses are six; so 64 word-line addresses and 12 control signals for both sub-banks are generated there in middle part of the array and enter to the sub-bank from the left side as

![dvSRAM array with two sub-banks, one mat in each of them with four identical sub-arrays. Decoder and control signal generator units are in the middle part.](Image)
can be seen in Fig. 3. 512 data-in and 512 data-out bits are routed from the up side of the sub-bank.

As mentioned before, each mat has 4 identical sub-arrays; all of them are activated during an access; therefore each sub-array holds a part of the cache line, so 128 of the 512 data bits (64B) are distributed to each sub-array. The bottom sub-arrays are mirror images of the top sub-arrays and the left hand side sub-arrays are mirror images of the right hand side ones. The word-line address signals enter the upper sub-arrays through their lower sides and the lower sub-arrays through their upper sides. The data-in and data-out signals enter to the left side of the right sub-arrays and right side of the left sub-arrays. Each sub-array is composed of data-in, data-out and word-line address buffers, a 2D matrix of memory cells and associated peripheral circuitry as explained in Section 2.2.3.

We put necessary optimized drivers (chain of two series inverters) in paths to reach their related loads in the sub-arrays. 512 data-in wires enter to up side of each sub-bank. They are divided into four groups of 128 data-in wires, each for one sub-array. For the 128 data-in wires of each sub-array, there are three levels of stage drivers in the path to reach their related sub-array; two stage drivers are in the path and the last one is connected to the sub-array. Each wire and its related drivers have the same color in Fig. 3. The same method is used for data-out wires as can be seen in Fig. 3. The upper part and lower part of the sub-array is symmetric.

64 address wires re-drive twice with two levels of stage drivers in their paths to reach each sub-array as can be seen in Fig. 3. They re-drive with the first stage drivers and reach the second stage, which is connected to each sub-array. The driver sizes are optimized to ensure that the access time for all sub-arrays is as equal as possible. As can be seen in Fig. 3, we put necessary drivers for the 12 control signals as well, using the same method employed for the address wires.

There are two important points to consider when designing the dvSRAM array. First, the wire lengths for both data and addresses from the array edge to each sub-array should be as short as possible; and second, these wire lengths for all sub-arrays of each sub-bank should be as close as possible to each other.

2.2.2. Middle part of the array

Fig. 4 depicts the address decoder, control signal units, and tri-state buffers that reside in the center of the dvSRAM array. To generate 64 word-line addresses from six address bits, we design a two-level decoder similar to the design of Amrutur [15]. Two 3-to-8 pre-decoders produce partially decoded products, and the main decoder generates 64 word-line addresses from their outputs. 64 word-line addresses are connected to both sub-banks via two tri-state buffer groups with enable signals. We use the highest value bit, A6 bit, as an enable signal to select the sub-bank, which is activated during the access time; so when A6 is equal to 1, the left sub-bank is activated and when A6 is equal to 0 the right one is activated.

Control signal units are responsible to generate the necessary signals for executing the proposed operations and have a synchronous flow-thru SRAM. They use one external clock to time the operations of the dvSRAM array [16]. Control signal generator unit 1 consists of some optimized inverter chains that regulate the signals to control the dvSRAM sub-array circuits such that...
Fig. 5 shows the structure of one sub-array that consists of 2D matrix of memory cells, data-in, data-out, word-line address buffers and feed the differential inputs. Two pass transistors and sense amplifiers to the bit-lines. The sense amplifiers detect, which of the bit-lines are discharging and hence read the stored values [18]. The outputs of sense amplifiers are connected to their related output buffers. When OE is low, the data outputs are always tri-stated. When OE is high, they are active and the data can appear at the outputs.

Main cell operations, typical read and write can be operated correctly. Control signal generator unit 2 is a 3-to-8 decoder, generating the necessary signals for optimistic concurrency proposals: dvStr, dvRstr, WL_En1, WL_En2 and dvStrAll according to its input signal levels, a, b and c.

2.2.3. Sub-array structure description

Fig. 5, we can see the word-line address buffers and a set of NOR and inverter gates. As explained before, control signal generator unit 2 generates signals dvStr, WL_En1, WL_En2, and dvRstr to enable word-line address buffers. Each word-line address enters to its corresponding line via one of four buffers. For example, if we want to store the main cells of cache line 1 to their secondary cells, signals dvStr and WL1 are prepared in the control signal unit 2 and decoder and then the related buffer is activated. Control signal generator unit 2 also generates dvStrAll. When dvStrAll is activated, all the main cells of whole sub-array are stored to their secondary cells simultaneously. Data-in, data-out buffers are in the bottom part of the figure. And they are typical data buffers that isolate a sub-array with interconnected wires and reduce injected noise effects.

We use typical precharge [17,8], write circuits [18], and sense amplifiers [17,8,18]; the control signal generator unit 1 generates signals to control these circuits. Each column is connected to an individual sense amplifier. The precharge circuit keeps the bit-lines (BL and BLB) high when PCB is low. Both Read and dvRead are like read operation in typical SRAM arrays. After preparing the appropriate word-line address in decoder and the signal Read or dvRead in control signal generator units 1 and 2, the desired word-line is raised, turning on the pass transistors of related dvSRAM cells. The output of dvSRAM cells is loaded onto BL and BLB [18].

Similar to Thoziyoor et al.'s [12] implementation, a layer of multiplexing can be added, before output buffers, at the outputs of sense amplifiers to select the correct way in this 4-way set associative cache; but, for simplicity, we waive this option, and the signal CS (from control signal generator unit 1, from Fig. 4) in the sense amplifiers selects the correct cache set. We show the simulation waveform of dvSRAM for all operations later.

2.2.4. Data and address signals distribution

Fig. 6 shows the distribution of address, data and control signals, the equivalent wire resistance and capacitance and necessary optimized drivers for one sub-array. As seen before, 64 lines of word-line addresses, 128 data-in, 128 data-out, and 12 control signal wires are routed to the sub-array from the left side of the figure. These are long wires with considerable RC delay constant and big propagation delay. For compensating the voltage drop, reflection effect and for driving big word-line capacitances, we divide the wires to shorter length and put drivers (two series inverters) at the end of each piece of wire.

As explained in Fig. 3, for each 512 data-in (data-out) wires, we put two stages of drivers in the path to reach each sub-array and one driver just in the sub-array and for the 64 word-line addresses and 12 control signal wires, we put one stage of drivers in the path to reach each sub-array and one another driver just in the sub-array. We optimize the sizes of these drivers by considering resistance and capacitance of wire sections and sub-array circuit sizes.

We can place the drivers of each stage in one line as Cacti suggests [12] but it leads to high area and un-optimized area floor-plan so we use an optimal allocation of each stage drivers that we explain as follows for both data-in and data-out wires. Instead of locating all the drivers (512 drivers) of one stage in one line, we divide them into four groups of 128 drivers (each group for one sub-array) and then we put these 128 drivers in four lines and rotate them 90 degree under clockwise as shown in Fig. 6. Setting word-line address and control signal drivers is easier and we locate them in one line at each stage. In the Figure, for simplicity, all related drivers and wires have same color.

2.3. Design methodology and analysis

We construct, for one array of dvSRAM and one array of a typical SRAM, HSPICE transistor level net-lists that include the
Fig. 5. Structure of one sub-array.

Fig. 6. Distribution of address and data drivers in a sub-array. The equivalent resistance and capacitance of each wire is shown in lumped model. Each triangle in the driver groups is representing eight drivers (two series inverters).
complete decoder, control signal units, and two sub-banks with necessary drivers and equivalent capacitances and resistances of wires. The high level structure of a typical SRAM array is the same as of dvSRAM array, but with 6 T typical SRAM cells, related wordline address buffers and control signal generator units.

We simulate and optimize both the dvSRAM and typical SRAM array with HSPICE using 45 nm Predictive Technology Model (High Performance) for VDD=1 V, 2 GHz processor clock frequency. We calculate the access time, dynamic energy and static energy per access for all operations in dvSRAM and SRAM and present it in Table 2. Our analysis indicates that our dvSRAM design meets, as the typical SRAM, the target access time requirement of two clock cycles and acceptable power and area increase. The energy consumption of dvStrAll is much higher than others but as we explain in Section 3.1, its effect in total energy consumption is negligible.

Moreover, we calculate dvSRAM energy consumption and access time per operation for three supply voltages, 1 V, 0.9 V and 0.8 V for 45 nm Predictive Technology Model (Bulk) and $T=110^\circ C$ and show the results in Figs. 7 and 8. In addition, we calculate dvSRAM energy consumption and access time per operation for all process corners using the 45 nm Predictive Technology Model (Bulk) and $T=110^\circ C$ as can be seen in Figs. 9 and 10.

Fig. 11 shows the layouts [7] for both dvSRAM and the typical SRAM arrays. They include one sub-bank, address decoders, address and data wires, and the control signals. After adding PADs and I/O interfaces [19], the area increase of the dvSRAM compared to the typical SRAM is 46%. The area devoted to L1Ds in state-of-the-art CMPs is small compared to the entire die, for example, in Power7 [20] it is less than 1%, therefore the dvSRAM area overhead in die size is modest. With a few modifications, the dvSRAM array can be presented as a reconfigurable array, which provides two execution modes, a general purpose mode and optimistic concurrency mode [21]. The general purpose mode allows for a 64 KB cache and the optimistic concurrency mode for a 32 KB cache with dual-versioning support. Using this technique, the area increase when comparing to a typical SRAM array of 64 KB is 15.2%.

### Table 2

<table>
<thead>
<tr>
<th>Operation</th>
<th>Energy (pJ)</th>
<th>Time (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRAM</td>
<td>dvSRAM</td>
</tr>
<tr>
<td>Read</td>
<td>90.4</td>
<td>112.4</td>
</tr>
<tr>
<td>Write</td>
<td>80.2</td>
<td>99.3</td>
</tr>
<tr>
<td>dvRead</td>
<td>–</td>
<td>114.4</td>
</tr>
<tr>
<td>dvWrite</td>
<td>–</td>
<td>101.1</td>
</tr>
<tr>
<td>dvBWrite</td>
<td>–</td>
<td>122.6</td>
</tr>
<tr>
<td>dvStr</td>
<td>–</td>
<td>114.9</td>
</tr>
<tr>
<td>dvRstr</td>
<td>–</td>
<td>112.9</td>
</tr>
<tr>
<td>dvStrAll</td>
<td>–</td>
<td>1123.2</td>
</tr>
<tr>
<td>Static</td>
<td>35.1</td>
<td>51.4</td>
</tr>
</tbody>
</table>

![Fig. 7. Normalized dvSRAM energy consumption per operation for three supply voltages, 1 V, 0.9 V and 0.8 V and $T=110^\circ C$ (Normalized based on maximum value, i.e., energy consumption for strAll when VDD=1 V).](image)

![Fig. 8. Normalized dvSRAM access time per operation for three supply voltages, 1 V, 0.9 V and 0.8 V and $T=110^\circ C$. (Normalized based on maximum value, i.e., access time for strAll when Vdd=0.8 V).](image)

![Fig. 9. Normalized dvSRAM energy consumption per operation for all process corners and $T=110^\circ C$. (Normalized based on maximum value, i.e., energy consumption for strAll in FF process corner).](image)

![Fig. 10. Normalized dvSRAM access time per operation for all process corners and $T=110^\circ C$. (Normalized based on maximum value, i.e., access time for strAll in FS process corner).](image)
Fig. 12 shows the simulation waveform for a sequence of eleven operations for the first cell at the last row of one sub-array. The operations are shown on top.

Fig. 12 shows the simulation waveform for a sequence of eleven operations that take 11 ns for the first cell at the last row of one sub-array. Q63, P63 and Out 63 are internal nodes and dvStr63, dvRstr63, WL63_En1 and WL63_En2 are the outputs of the last word-line address buffers. Signals PC, CS, CLK, OE, IE, a, b, c are omitted because their behaviors are similar to the related signals in a typical SRAM array [8].

3. Use cases

In this section we discuss several use cases for the proposed dvSRAM. Moreover, a short evaluation for one of the use cases follows to show the impact of the dvSRAM.

**Speculative Multithreading (SpMT):** SpMT [1] is a concurrency mechanism that attempts to speedup sequential executions by partitioning the workload in two threads. The second thread executes the bottom half of the sequential program optimistically. Using a mechanism like the dvSRAM, each thread can use one of the independent cells, providing an easy and efficient versioning management and a fast in-place conflict detection mechanism with state bits.

**Transactional Memory (TM):** TM [3] is a promising technique that helps with parallel program development by abstracting away the complexity of managing shared data. TM uses optimistic concurrency, assuming that conflicting data accesses will not occur; in case a conflict occurs then one or more transactions must abort, undoing all tentative data updates. This requires a multi-versioning mechanism to restore previous state. Using the dvSRAM, a partial snapshot of the past state of the system can be maintained at L1D level, leveraging a fast mechanism to restore previous state, and rely in slower mechanisms only if it is strictly necessary.

**Speculative Lock Elision (SLE):** In SLE [2] the system tries to avoid waiting in a lock when it might not be necessary by predicting potential non conflicting executions, allowing several threads to execute the same critical section optimistically. Similarly to TM, SLE has to deal with speculative updates and can benefit from the efficient dual-versioning management of the dvSRAM.

In Fig. 13 we illustrate how the dvSRAM is used in an optimistically concurrent system like the ones described above. The example shows one possible way to use the dvSRAM. Even though others might be more convenient depending on the applicability. As we can see, when an optimistic execution (speculation) starts, the system creates copies in the secondary cells using the dvStrAll operation (Fig. 13a). During the speculative section, new lines can be added to the dvSRAM upon a miss (Fig. 13b), and modifications are done in the main cell (Fig. 13c). If the system has to abort due to a conflict, it rolls-back its state using fast dvRstr operations (Fig. 13d). A comprehensive proposal of the TM use case is discussed in [5,21].

3.1. Results: transactional memory

State-of-the-art HTM proposals [22] can be adapted to work with the dual-versioning cache. In particular, we evaluate in a Full-System simulation environment a state-of-the-art log-based HTM as baseline (labeled Base), and a modified version of the baseline that uses our proposed dvSRAM and logs as a fall-back mechanism only for cache lines that overflow the L1D cache (labeled DV). We selected four applications of the STAMP [23]
Our experiments show that the proposed design achieves a significant speedup of 2.24 while low contention benchmarks scale poorly due to a larger number of aborts. This is achieved by completely avoiding the use of software logs in a large percentage of transactions (over 90% on average).

Regarding power consumption, as can be seen in Fig. 14, two applications are less energy efficient compared to a typical SRAM cache, while the other two are more energy efficient due to larger execution time speedups. In addition, for all the applications, the amount of energy spent in specific dual-versioning operations is not significant compared to the usual (Read, Write) operations.

Table 3 shows the average number of each operation for all tested applications of the STAMP benchmark suite. It is observed that the total number of accesses to the secondary cells is much lower than the total number of accesses to the main cells (4% of total accesses are accesses to the secondary cells). It can be seen that in spite of high energy consumption of dvStrAll, the number of times this operation is performed is very low compared to number of Read and Write operations.

4. Related work

Ergin et al. [24] proposed similar work using a shadow cell SRAM design for checkpointed register files. In that technique, each bit-cell has a shadow-copy cell to store the temporal value, which can be recovered later. They use two cells, consisting of two back to back inverters, connected to each other using two pass transistors and two inverters. Even when both check point and recover signals (the enable signals copy the data to the shadow-copy cell and recover it later) are inactive, pMOS transistors or nMOS transistors of these inverters are always “on” leading to power consumption increase. Moreover, if we want to modify this structure for our purpose, we should make upper inverters of cells bigger to mitigate the imbalance of this structure. While the situation is a bit better when we replace the inverters and pass transistors with each other, we still have imbalance problem which cause instability issues. All these problems lead to design a new cell with more capabilities that we can use in L1 data cache for optimistic concurrency.

In our dvSRAM structure, both cells, the main cell and the secondary cell are isolated from each other with two exchange circuits and this leads to lower static power consumption. Also, there are no unnecessary ‘on’ transistors in the active mode. We calculate and compare the static power for our dvSRAM cell and Ergin’s proposed cell to prove our discussion with HSPICE using 45 nm Predictive Technology Model (HP) for VDD = 1 V. The static power of the dvSRAM cell is 28.35 μW compared to the 51.08 μW of Ergin’s cell [24].

Valero et al. proposed a SRAM-DRAM hybrid macrocell to implement first level data caches [25]. The proposed macrocell stores n-bits using one 6T SRAM cell and (n – 1) 1T1C DRAM cells. Both SRAM and DRAM cells are accessible externally but data can only transfer internally from SRAM cell to each DRAM cell by a pass gate transistor, which acts as a unidirectional bridge; so it is not suitable for optimistic concurrency proposals where a main cell and a secondary cell data should be accessed, modified, and moved back and forth independently.

On the other hand, Kei et al. proposed a SRAM-DRAM hybrid memory where each SRAM cell is augmented with n DRAM branches (2n 1T1C DRAM cells) in a way that a value can be locally copied between the SRAM cell and one of the DRAM branches within a cell [26]. Data can be internally moved between SRAM and DRAM while only allowing access through SRAM cells, which is applicable to register files not for first level data caches.

We can use single-electron transistors and implement L1 data cache with multi-valued SRAM [27,28], which has much smaller area compared to our circuit; but this technique is too complex for our purpose because of complicated input and output circuits for each cell.

5. Conclusions

In this paper, we propose a new L1 data cache with dual-versioning SRAM cells (dvSRAM) that aims to overcome the data versioning problem present in optimistic concurrency mechanisms. We present the design details and its available operations. We calculate the power consumption, access time and design the layout. We introduce three use cases that can benefit from our proposed design. We evaluate one of them, Hardware Transactional Memory, to show our design impact in terms of performance and energy consumption. Our experiments show that the dvSRAM allows for significant performance gains with acceptable costs in power, delay and area.
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